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Introduction

• Paper: Language Model Based Arabic Word 

Segmentation, 2003.

• By: Young-Suk Lee, Kishore Papineni, Salim Roukos, 

Ossama Emam and Hany Hassan .

• Objective: introduce an algorithm to segment and 

acquire new Arabic stems form un-segmented Arabic 

corpus.



• Divide words into parts (morphemes) 

using the pattern: prefix*-stem-suffix*

• * = zero or more

• Prefix indicated by #

• Suffix indicated by +

• Example: السيارة ة+سيار # ال =

Segmentation?



1. Language model training on a manually 

morpheme-segmented small corpus (form 

20K to 100K words).

2. Segmentation of input text into a sequence 

of morphemes using the language model 

parameters.

3. Acquisition of new stems from a large 

unsegmented corpus. 

Algorithm Implementation



1. Trigram Language Model

2. Decoder for Morpheme Segmentation

− Possible Segmentations of a Word 

Morpheme Segmentation



• Sample of manually segmented corpus

Trigram Language Model



• Buckwalter equivalence in English:

• Trigram: p(mi | mi-1, mi-2)

Trigram Language Model



To be used in the algorithm next steps

Table of Segments



• Goal: to find the morpheme sequence 

which maximizes the trigram probability 

of the input sentence, as in:

SEGMENTATIONbest = Argmax IIi=1,N p(mi|mi-1 mi-2) 

N = number of morphemes in the input

Decoder for Morpheme Segmentation



Possible Segmentations of a Word

• Depends on the table of Prefix/Suffix

• Each new token is assumed to have: 

prefix*-stem-suffix* structure and 

compared against prefix/suffix table.



• Steps to find possibilities:

i) Identify all of the matching prefixes and 

suffixes from the table,

ii) Further segment each matching prefix/suffix 

at each character position, and 

iii) Enumerate all prefix*-stem-suffix* 

sequences derivable from (i) and (ii). 

Possible Segmentations of a Word



• Example: suppose “و اكررها” is new token

which is : wAkrrhA, 

• Using : 

SEGMENTATIONbest = Argmax IIi=1,N p(mi|mi-1 mi-2), 

the possible segmentations are:

Possible Segmentations of a Word



Possible Segmentations of a Word



• Form large un-segmented corpuses.

• Follow this process:

• Initialization: Develop the seed segmenter 

Segmenter0 trained on the manually 

segmented corpus Corpus0, using the language 

model vocabulary, Vocab0, acquired from 

Corpus0. 

Acquisition of New Stems



• Iteration: For i = 1 to N, N = the number of 

partitions of the unsegmented corpus:

• i. Use Segmenteri-1 to segment Corpusi. 

• ii. Acquire new stems from the newly 

segmented Corpusi. Add the new stems to 

Vocabi-1, creating an expanded vocabulary 

Vocabi. 

• iii. Develop Segmenteri trained on Corpus0

Corpusi with Vocabi. 

Acquisition of New Stems



• Using the formula:

• E = (number of incorrectly segmented tokens / 

total number of tokens) x 100

• Example:  تر#  ي# ل: ليتر

• For the paper, the evaluation is done in 

test corpus with 28,449 words by using 4 

manually segmented seed corpora with 

10K, 20K, 40K, and 110K words.

Performance Evaluation



Results



Conclusion

• Language Model Based Arabic Word 

Segmentation Algorithm can segment 

and acquire new stems as long we have 

good training manually segmented 

corpus

• It give more good results as the training 

corpus have large number of stems
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